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This study aimed to evaluate the automatic detection of dental diseases as well as
tooth enumeration in panoramic radiographs by artificial intelligence (Al). A total of
5,126 adult patients’ panoramic radiographs were labeled separately with tooth
numbers and dental diseases and prepared for Al training. The “you only look once
version four” program was used to test and train the deep learning model developed
for numbering all teeth and detecting dental diseases, such as tooth caries, infections,
impacted teeth, extracted teeth, and implants. The program for dental diseases
correctly predicted 1,379 (true positive [TP]) out of 1,591 fillings and mismarked
397 healthy teeth (false positive [FP]). The Al detected fillings with a precision of
0.78, a recall of 0.85, and an F1 score of 0.82, with an average precision of 79.4%.
The program correctly predicted 233 (TP) out of 245 implants and mismarked 11
healthy teeth (FP). The Al detected implants with a precision of 0.95, a recall of 0.95,
and an F1 score of 0.95, with an average precision of 86.9%. The program for tooth
enumeration correctly predicted 2,069 (TP) out of 2,241 teeth in Quadrant 1 and
mismarked 277 teeth (FP). The Al detected teeth in Quadrant 1 with a precision of
0.92, a recall of 0.85, and an F1 score of 0.90, with an average precision of 82.1%.
The tested and developed Al program can assist in evaluating dental diseases through
two-dimensional panoramic radiographs; it can provide additional information to
dentists to ensure accurate evaluation by jointly reporting tooth numbering and
diagnosis.
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INTRODUCTION

can interpret the obtained data and may provide results with
similar accuracy to humans but in less time (1).

Accurate diagnosis is an important step for successful treatment
in dentistry. Today, panoramic X-rays and clinical examinations
are the most commonly used methods in dental diagnosis.
Panoramic X-rays provide information on conditions such as
dental anomalies, impacted teeth, chronic infections, and cysts
that the dentist may not usually notice during oral examinations,
as well as information on caries cavities, bone loss, and the
quality of old dental treatments. To ensure correct diagnosis
through X-rays, which is important to the patient, medical
professionals must have many years of experience developing
the necessary knowledge and skills. Artificial intelligence (AI)

The Al concept (i.e., using machines to perform tasks
traditionally achieved with human power/thought) first
appeared in the 1950s (2). Machine learning (ML) is a subfield
of Al that seeks to analyze patterns in data to advance decision-
making and learning. Convolutional neural networks (CNNs)
are a subfield of ML. They are one of the different types of
artificial neural networks used for different applications and
data types. A CNN is a type of network architecture for deep
learning algorithms and is used explicitly for tasks that involve
processing pixel data and image recognition (3). The CNN
algorithm works by obtaining an image, assigning it some
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importance based on its different objects, and then
distinguishing images from each other. A CNN needs much less
pre-processing than other classification algorithms. Unlike
conventional hand-engineered methods, a CNN can learn the
characteristics and filters with sufficient training. The CNN’s
design is analogous to the connectivity pattern of the human
brain and its billions of neurons: A CNN comprises neurons
arranged in a specific manner. Indeed, a CNN’s neurons are
arranged in a way comparable to the brain’s frontal lobe, the
area responsible for processing visual stimuli. Like neurons in
the human brain, a CNN can learn and be diagnostic when
provided with sufficient sample image data (4). The most
commonly used deep learning architecture in dentistry is a
CNN employing a convolutional process to learn from data (5).

CNNs have been used in dental diagnostics for automatically
segmenting teeth (6,7) and for detecting caries (8,9), apical
lesions (10), and periodontal bone loss (11). In modern
dentistry, CNNs may contribute to correct and early diagnoses
(10), such as detecting oral cancers and cysts at their initial
stages, preventing damage to healthy tissues, and detecting
caries and periodontal diseases, potentially resulting in less
invasive dental procedures (12).

To our knowledge, no published studies have used a deep
learning model to simultancously diagnose dental diseases,
identify old dental treatments, and number teeth. This study
aimed to evaluate the efficiency of a CNN method to provide a
broad spectrum for dental diagnosis.

METHODS
Imaging Data Selection

Ethical approval was obtained from the Ethics Committee of
Istanbul Medipol University (10840098-604.01.01-E53838).
Overall, 5,126 digital panoramic radiographs of patients aged
13-65 years were selected from the Faculty of Dentistry’s
archive at Istanbul Medipol University. Panoramic X-ray films
were randomly selected and anonymized from the faculty
hospital’s database without considering or using personal
information such as name, sex, age, and address. All panoramic
radiographs were obtained with a Planmeca Promax 2D
Panoramic System (Planmeca, Helsinki, Finland) at 68 kVp, 14
mA, and 12 s.

The issues described Section 1 are open problems, which were
challenging to overcome. Studies have attempted to pinpoint
tooth location and enumeration on panoramic X-ray images.
However, identifying multiple concurrent treatments remains
an unsolved task. Each treatment and enumeration in the
maxillae and the mandible were manually annotated by labeling
the bounding box in the Labellmg program (13). The locations
of diagnosis and numbering were marked by drawing a
bounding box, and all teeth were labeled in our study (Fig. 1).
The 5,126 radiographs in the dataset contained 56,520 tooth
treatments and 95,066 tooth numbers, which were used as the
ground truth data for training and testing. The test data
comprised 10% of the panoramic radiographs.

Figure 1. Detections from treatment (Blue labels Impacted Tooth and Purple labels Filling) and enumeration data set.

Artificial Intelligence Model Development

CNN:s, one of the most popular architectures for deep learning,
are commonly used for object recognition and detection (9).
Object detection methods are classified as one- and two-stage
detectors. CNNs are designed to cover the entire image with
cells in the visual center (14). Subregions are divided into
simple and complex cells. Simple cells are arranged according
to the similar features of the edges, and complex cells are
arranged according to the whole image with wide sensors (15).
Mathematical convolution operations calculate the signals of
neurons in the stimulation area. Like a standard multilayer
neural network, a CNN comprises at least one convolutional
layer, a nonlinear activation layer, a subsampling layer, and at
least one fully connected layer. CNN models are applied in

many areas, including audio and video processing (16,17). This
study applied a CNN model, which is widely used in many
biomedical fields. One of the most important reasons for using
a CNN was to create a model with high generalization
capability that could be applied to panoramic radiographs
obtained with different systems.

The you only look once (YOLO) architecture, the most
noticeable model of one-stage detectors, can detect and classify
objects in a single image. YOLO is a real-time object detection
model that detects multiple objects and draws bounding boxes
around each object to indicate the detection area (18). YOLO
version four (YOLOv4) was designed to detect objects in real
time (19). It is recognized as a highly accurate model with an
optimal trade-off between speed and object detection
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performance (20). The YOLOv4 model used in this study is a
state-of-the-art model for object detection in images. It achieves
very fast inferences in detecting treatment and tooth numbering
in radiographs. CSPDarknet53 was used as the backbone
network for YOLOv4.

The model was developed and trained using Python’s PyTorch
deep learning framework (21). Radiology image datasets were
randomly divided into training and test sets. Out of 5,126
panoramic images, 4,627 numbering and 4,626 treatment
images were used for training, and the remaining 499
numbering and 500 treatment images were used for testing.

The images were resized to 608 x 608 pixels for model training,
conducted on a server with an Nvidia RTX2080 Ti (11 GB of
RAM; Nvidia Corp., Santa Clara, CA, USA) graphics card and

Figure 2. 2D images for tooth treatment.

In the enumeration model, treated as an object detection task,
the individual tooth numbers are found and tagged according to
the International Dental Federation notation. This notation
includes 11, 12, 13, 14....44, 45, 46, 47, and 48 numbers for 32
total classes. In addition, this numbering represents four
quadrants (Quadrant 1: 11, 12, 13, 14, 15, 16, 17, and 18).

Figure 3. Dental Al application results.
Combining Both Models

The detection outputs of both treatment and enumeration
models are combined to detect and visualize the problematic
teeth. Therefore, the detected tooth numbers are matched with
the detected dental treatments to determine which teeth have
dental diagnoses. For this purpose, each treatment bounding
box is intersected with the bounding boxes of the numbered
teeth, and the intersection ratio is computed as

area(b; N b,)

inter_ratio(b;, b,) = area(b,)
t

192 GB of RAM. The model was trained for 100 epochs. The
Adam optimizer was used during training with a learning rate
0f 0.001. The batch size was set as 32, and the subdivision value
was set as 4. Two separate YOLOv4 models were trained: one
for tooth numbering and one for dental diagnosis.

The Set of Artificial-Intelligence Machine Learning Models

This study aimed to identify tooth numbering and dental
treatments in X-ray images, such as implants, infections, caries,
fillings, root canal treatments, extracted teeth, impacted teeth,
bridges, and crowns (Fig. 2 and 3).

Like the enumeration model, the treatment detection model
takes a full panoramic radiograph as input and attempts to
identify the necessary diagnosis using object detection. It was
also based on YOLOV4 architecture.
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where b, and b, are the treatment and enumeration bounding
boxes, respectively. The number of the tooth with the maximum
intersection ratio is then determined. If this maximum
intersection ratio is >25%, that treatment is associated with that
tooth number. If the maximum ratio is <25%, the treatment is
not matched to any tooth. For bridges and periodontal disease,
as these issues are associated with more than one tooth, all
intersecting teeth are determined. If the total intersection ratio
is >25% and the teeth are consecutive in the mouth, the
treatment is matched to all intersecting teeth.
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Statistical Analysis

The YOLOv4 model’s detection accuracy was evaluated based
on the true positive (TP), false positive (FP), and false negative
(FN) rates. Correct treatment and enumeration detections were
defined as TPs, incorrect detections as FPs, and missing
detections as FNs. The indices used for object detection
assessment included precision, recall, F1 score, and average
precision (AP).

Precision was calculated as the ratio of TPs in the predicted
samples to all positive results. Recall was calculated as the ratio
of TPs to all results that should be positive. The F1 score was
calculated as the harmonic mean of precision and recall. AP was
calculated as the area under the precision—recall curve.

TP

P ision: ———
recision TP + FP

Recall: TP+—FN

P XR
P+R

F1 score: 2 X

1
AP: f P(R)dR
0

Statistical analyses were performed using SPSS (version 25.0;
IBM Corp., Armonk, NY, USA) and Python 3 (Python Software
Foundation, Wilmington, DE, USA) in Jupyter (NumFOCUS
Foundation, Austin, TX, USA). When assessing permanent
tooth germ detection in YOLOv4, confidence values were
analyzed with true values coded as “1” and false values as “0.”

RESULTS

The ability to make correct diagnoses was tested on 5,652
samples from adult patients. All statistical analyses were
performed using SPSS (version 26.0; IBM, Chicago, IL, USA).
TP, FP, and FN detections were determined based on the
program’s output, and receiver operating characteristic analysis
was performed on the resulting dataset. We used the following

metrics to evaluate our method’s performance: precision, recall
(Figure 4), F1 score, and AP.

Precision-Recall Curve
Source of the Curve
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Periodontal Disease
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Figure 4. Precision-recall curve for tooth diseases.
Treatment Detection

The program correctly predicted 1,379 (TP) out of 1,591
fillings and mismarked 397 healthy teeth (FP). The Al detected
fillings with a precision of 0.78, a recall of 0.85, and an F1 score
of 0.82, with an AP of 79.4%. The program correctly predicted
269 out of 282 bridges and mismarked 51 healthy teeth. The Al
detected bridges with a precision of 0.84, a recall of 0.95, and
an F1 score of 0.89, with an AP of 80.5%. The program
correctly predicted 233 out of 245 implants and mismarked 11
healthy teeth. The Al detected implants with a precision of 0.95,
a recall of 0.95, and an F1 score of 0.95, with an AP of 86.9%
(Table 1).

The program correctly predicted 102 out of 324 infections and
mismarked 117 healthy teeth. The Al detected infections with a
precision of 0.47, arecall of 0.31, and an F1 score of 0.37, with
an AP of 41.2%. The program correctly predicted 51 out of 203
periodontal disease cases and mismarked 48 healthy teeth. The
Al detected periodontal disease with a precision of 0.52, a recall
of 0.25, and an F1 score of 0.34, with an AP of 42.6%. The
program correctly predicted 12 out of 42 cyst cases and
mismarked 16 healthy teeth. The Al detected cysts with a
precision of 0.43, a recall of 0.29, and an F1 score of 0.34, with
an AP of 39.7% (Table 1).

Table 1. Performance of the Al for the detection of diagnosis on adult patients.

Diagnosis FP FN Precision  Recall F1 AP P

Sample
Filling 1591 1379 397 212 0.78 0.87 0.82 0.794 0.001
Bridge 282 269 51 13 0.84 0.95 0.89 0.805 0.001
Implant 245 233 11 12 0.95 0.95 0.95 0.869 0.001
Bracket 0 0 4 0 0 0 NaN NaN NaN
Root Canal Treatment 714 590 199 124 0.75 0.83 0.79 0.764 0.001
Carious 973 359 339 614 0.51 0.37 0.43 0.556 0.01
Impacted Tooth 345 304 89 41 0.77 0.88 0.82 0.808 0.001
Infection 326 102 117 224 0.47 0.31 0.37 0.412 0.33
Cyst 42 12 16 30 0.43 0.29 0.34 0.397 0.486
Periodontal Disease 203 51 48 152 0.52 0.25 0.34 0.426 0.311
Crown 116 92 33 24 0.74 0.79 0.76 0.764 0.001
Root 66 36 29 30 0.55 0.55 0.55 0.568 0.001
Extracted Tooth 749 253 376 496 0.4 0.34 0.37 0.453 0.014

Al Artificial intelligence, TP: True positive, FP: False positive, FN: False negative, AP: Average precision.
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Based on these results, the most successful Al diagnoses were
fillings, bridges, implants, and impacted teeth, whereas the
most unsuccessful diagnoses were infections, periodontal
disease, and cysts. Although there were no bracket diagnoses
among the assessed samples, it was determined that the
program mismarked this diagnosis on four teeth.

It has been shown that Al tends to provide accurate results,
especially for filling, bridge, implant, and impacted tooth
detection. However, the program tends to misdiagnose healthy
teeth with infections, periodontal disease, and cysts.

Tooth Enumeration

The program correctly predicted 2,069 (TP) out of 2,241 teeth
in Quadrant 1 and mismarked 277 (FP). The Al detected teeth
in Quadrant 1 with a precision of 0.92, a recall of 0.85, and an
F1 score of 0.90, with an AP of 82.1%. The program correctly
predicted 2,033 (TP) out of 2,191 teeth in Quadrant 2 and
mismarked 335 (FP). The Al detected teeth in Quadrant 2 with
a precision of 0.91, a recall of 0.83, and an F1 score of 0.87,
with an AP of 80.4%. The program correctly predicted 2,302
(TP) out of 2,574 teeth in Quadrant 3 and mismarked 408 (FP).
The Al detected teeth in Quadrant 3 with a precision of 0.91, a

recall of 0.84, and an F1 score of 0.87, with an AP of 77.3%.
The program correctly predicted 2,168 (TP) out of 2,494 teeth
in Quadrant 4 and mismarked 366 (FP). The Al detected teeth
in Quadrant 4 with a precision of 0.91, a recall of 0.81, and an
F1 score of 0.86, with an AP of 75.8% (Fig. 5).

Precision-Recall Curve

Source of the Curve
= Quadrant 1
= Quadrant 2
=== Quadrant 3
== Quadrant 4

Precision
_/

Recall

Figure 5. Quadrant of Jaw’s precision-recall curve.

It has been shown that, though Al-based tooth numbering was
generally accurate in all quadrants, it was the most accurate in
Quadrant 1 (Table 2).

Table 2. Performance of the Al for the detection of tooth number on adult patients.

Sample TP FP FN Precision Recall F1 AP P
Quadrant 1 2241 2069 277 172 0.92 0.88 0.90 0.821 0.001
Quadrant 2 2191 2033 335 158 0.91 0.83 0.87 0.804 0.001
Quadrant 3 2574 2305 408 269 0.91 0.84 0.87 0.773 0.001
Quadrant 4 2494 2168 366 326 0.91 0.81 0.86 0.849 0.001

Al Artificial intelligence, TP: True positive, FP: False positive, FN: False negative, AP: Average precision.

DISCUSSION

Improvements in deep learning and neural methods have
increased the use of Al in the medical field. In particular, in the
field of dentistry, Al is being increasingly used on a daily basis
due to its ability to solve clinical problems. Most previous
studies aimed to use Al in dentistry to diagnose caries,
periodontal diseases, and periapical lesions as well as to number
teeth (6-11).

Early and accurate diagnosis of dental diseases is important for
preventing diseases and increasing treatment success. The
greatest importance of early and accurate diagnosis is catching
the diseases at their initial stage, thereby preventing a process
that may lead to tooth loss from the onset. For example, if
enamel caries are not detected early, they can progress and
damage the dentin pulp and even periodontal tissues. Moreover,
a periodontal disease that progresses unnoticed can cause
advanced bone loss and even tooth loss. A deep CNN-based
algorithm may provide significant success and effectiveness in
detecting such dental problems.

The YOLO architecture is based on a single CNN. The CNN
first segments an image into regions and then individually
estimates boundary boxes and probabilities for all regions. It
simultaneously estimates multiple bounding boxes and the

probabilities for those classes. The YOLO model can observe
the whole image during the test and training periods so it can
indirectly encode the contextual information about the classes
along with them.

This study explored the benefits and limitations of the YOLOv4
CNN algorithm in detecting dental diseases (caries, periapical
infections, cysts, periodontal diseases, and residual root
fragments), previous treatments (fillings, bridges, crowns, root
canal treatments, implants, and previously extracted teeth), and
tooth numbers in panoramic images. YOLOvV4 is a successful
real-time detection system that can classify targeted objects in
a single forward pass (22). Moreover, YOLOV4 treats detection
as a regression problem that does not need a complicated
pipeline or semantic segmentation. YOLOvV4 can also jointly
learn test regions and their background and make inferences for
other images to predict detections during testing (23). YOLO
was selected over other CNN models due to its speed and real-
time ability in detecting objects.

Indeed, YOLO’s best differentiating feature is that it can
accurately perform real-time object detection with an overall
high mean AP (22).

We could not find a published study covering different dental
diseases, previous treatments, and tooth numbering as
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comprehensively as ours. These different areas provided us
with a number of interesting findings. Al did not provide as
accurate results as we would like in diagnosing dental diseases.
The AP was 55.6% for caries, 41.2% for periapical infections,
39.7% for cysts, and 42.6% for periodontal disease. However,
the success rates in diagnosing old treatments and numbering
teeth were approximately two times better compared with
diagnosing diseases. The AP was 79.4% for fillings, 80.5% for
bridges, 86.9% for implants, and 76.4% for root canal
treatments and crowns. In addition, success rates in tooth
numbering varied between 77.3% and 84.9%, depending on the
quadrant.

In our study, three different specialist dentists contributed to
labeling dental diseases and other data for the program.
Diseases (periodontal disease, caries, and periapical lesions) are
labeled in radiographs according to relatively subjective
criteria. Different dentists may have different opinions when
diagnosing disease in X-rays. The AI’s ability to detect diseases
in X-rays highly depends on the examiner’s experience and
attention, which are highly subjective. However, in our study,
Al provided satisfactory results in diagnosing previous
treatments. We believe this is because the labeling of previously
performed treatments is based on more objective data compared
with new diseases. It should be noted that diagnosing new
diseases via radiography may vary according to dentists’
experience.

The importance of radiography in diagnosing root and
interproximal caries alongside intraoral examination is a well-
known issue (24). In studies conducted with different
methodologies on this subject, the success rates of clinicians in
detecting caries were 38%—94% for proximal caries and 19%—
92% for occlusal caries (25). Another study reported that
approximately 20% of images were misdiagnosed as dental
caries. It is challenging to objectively diagnose caries based
only on radiography because of variable parameters such as
contrast, shadow, and brightness (26,27). For example, >50%
of the tissue must be affected to diagnose enamel caries. In
addition, the incidence and prevalence of dental caries may be
inconsistent due to differing caries diagnosis and identification
criteria between studies (28).

In our study, the Al detected periapical infections with an AP of
41.2% and cysts with an AP of 39.7%. At first glance, this may
suggest that Al is insufficient for detecting pathologies in the
periapical region of the teeth. To ensure precise diagnosis, in
addition to X-rays, clinical symptoms are considered, such as
swelling or sinus tract, when assigning the periapical lesion in
the tooth.

Moidu et al. (29) used Al to categorize endodontic lesions based
on a radiographic periapical index (PAI) scoring system. Their
TP rate for periapical status was about 92% when PAI scores of
3-5 were specified as periapical lesions. The radiography
method was the main reason for differences in prediction
success between studies. Moidu et al. (29) used an intraoral
periapical radiograph to detect periapical lesions. However, our
study used extraoral panoramic radiographs, which are less
detailed than intraoral periapical radiographs, because we
aimed to detect multiple dental diseases in the patients.

Krois et al. (11) used deep CNNs to detect periodontal bone loss
in panoramic dental radiographs. According to their findings,
the CNN’s mean accuracy for detecting periodontal bone loss
was 81%, and the mean accuracy for dentists was 76%. Notably,
they stated that the six examiners agreed on periodontal bone-
loss status only for 50.3% of images. Our study’s criterion for
periodontal disease was apparent bone loss in panoramic X-
rays. Dentists can make different decisions when diagnosing
diseases in X-rays, as in Krois et al (11). We believe this is the
main reason for our study’s relatively low diagnostic success
for periodontal diseases.

Tuzoff et al. (30) used CNN-based models to analyze
panoramic radiographs. They attempted to describe the maxillar
and mandibular jaws within a single image using a CNN-based
deep learning model trained to detect and number teeth during
automated dental charting. Their result for tooth numbering was
98.93%. They claimed that Al deep learning algorithms have
potential practical applications in clinical settings. Our success
rates for numbering varied between 77.3% and 84.9%. The
differing success rates between their study and ours likely
reflect differences in modeling and CNN architectures. Their
algorithm clipped the panoramic X-rays due to the defined
bounding boxes. The system outputs the bounding box
coordinates and corresponding teeth numbers for all detected
teeth in the image. In contrast, our CNN model took the full
panoramic radiograph as input and tried to identify the
necessary diagnosis using object detection.

Like all standard radiographs, panoramic X-rays show a three-
dimensional structure in two dimensions. In this case, some
anatomical structures may superimpose and cause problems in
image interpretation (31). This factor was one of the most
challenging issues for dentists contributing to labeling in our
study.

In this study, a CNN model was trained and used to number
teeth and detect dental diseases such as tooth caries, infections,
impacted teeth, extracted teeth, and implants. The CNN
algorithms could be used in diagnostic tasks involving
panoramic radiographs, specifically for dental diseases and
tooth numbering. The system achieved an average performance
for dental diseases and satisfying results for tooth numbering.
The detailed error analysis showed that experts made errors due
to similar problems in the images, especially when the image
quality was relatively poor. Based on our results, our CNN
could be used for tooth numbering. However, its use in
diagnosing dental diseases needs further development.
Integrating the patient’s history, symptoms, and -clinical
complaints in the deep learning system may improve decision-
making and diagnostics with extraoral radiographs.

We believe such studies need more examples to train their
systems to obtain better results. Although our model did not
provide satisfactory results for disease identification, it was
relatively efficient in tooth numbering. A limitation of this study
is that three different dentists made the disease decisions. As
differences between findings are sometimes due to nuances, the
difficulties experienced by three different researchers while
making decisions may be one main reason for these rates.

Based on our study’s findings, CNNs show potential for tooth
enumeration and old treatment detection in clinical decision-
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making. Their use would be beneficial for large-scale
retrospective or epidemiological radiological studies, where the
volume of data could be tiring and distracting for human
observers. However, more detailed radiographic images (e.g.,
cone-beam computed tomography) should be used to enable
more objective and successful disease diagnoses. Moreover,
labeling standards should be set among dentists to improve
disease diagnosis.
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